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Abstract

Robust quantitative methods for forecasting refugee movement are essential for policy-

makers to adequately prepare for refugee crises and avoid resource allocation inefficiency,

poor integration and infrastructural deficiencies. This paper investigates to what extent an

“ageing superstar in regional science” (Poot et al. 2016) - the gravity model - can predict

bilateral refugee flows. Drawing on intriguing scholarship on ethnocultural linkages and

refugee flow networks, this dissertation further asks if making an ethnoculturally sensitive

gravity model strengthens predictive performance. Using a dyadic panel dataset from 1989

to 2013, I train two models - one without and one with ethnocultural sensitivity. The lat-

ter slightly outperforms the former in out-of-sample prediction. I then test whether the

chosen model can accurately predict refugee flow magnitude in three historical cases: the

Rohingya refugee crisis, the Rwandan genocide, and the Yugoslav wars. I find moderate-to-

strong correlations (between 0.6 and 0.9) between actual and predicted flows, statistically

significant at all conventional levels. Finally, I test the model’s ability to predict quasi-real-

time refugee flows from Ukraine in 2023 to determine readiness for policy application. The

results indicate that it is not quite ready, but nonetheless useful, suggesting that a model-

mixing approach could be a promising avenue for further research to harness the real power

of the gravity model. Even imperfect forecasting offers advantages over a complete absence

of foresight.
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Chapter 1

Introduction

At the intersection of rising globalisation (Borghesi and Vercelli 2003; Perraton 2019),

resource insecurity (Belsey-Priebe et al. 2021; Piesse 2020; Milner 2021), and conflict

in the modern world (OHCHR 2021; Roser et al. 2021), forced displacement is an un-

avoidable consequence. As of 2022, over 100 million people, including 32.5 million

refugees, have been forcibly displaced (Concern Worldwide 2023), with the number pro-

jected to increase throughout the century (Guo et al. 2020). The detriments of the global

refugee crisis on world systems warrant an evidence-based, effective response infrastruc-

ture (Shultz et al. 2020, 128), which must include appropriate strategies for measuring

and forecasting transnational bilateral refugee flows (Pellandra and Henningsen 2022).

This requires understanding the determinants of refugee destination choice. Geograph-

ical distance is commonly used as a determinant of refugee flows (e.g. Iqbal (2007)),

but the uneven and increasing global diffusion of refugees to countries far beyond their

immediate neighbours evidences more factors at play (see Figure 1.1).
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Figure 1.1: Transnational Network of Refugee Movements Across Diasporic Ties

Constructed using the Ethncity of Refugees dataset (Rüegger and Bohnet 2018)

Otherwise, it would be counterintuitive for Germany to receive 27% of EU refugees,

mainly from Syria and Afghanistan, between 2011 and 2015 (Rüegger and Bohnet 2018,

65). Scholars have attempted to understand the determinants of refugee flows, but there

is a need for stronger quantitative study (Rüegger and Bohnet 2018; Stein 1981, 320).
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Gravity modelling (GM) has shown impressive predictive power in forecasting regular

migration between and within countries (see Mayda 2010; Garcia et al. 2014; Crozet

2004; Beine et al. 2011), and could be applied to the study of refugee movement by

integrating the distinct factors that drive it. This model would allow for analysis of the

predictive power of factors such as ethnocultural linkages on asylum destination choice,

drawing on promising results from Rüegger and Bohnet (2018). Thus, this paper explores

the reliability of GM in predicting refugee flight patterns, asking three questions:

1. What is the predictive power of GM as it relates to refugee movement?

2. Do considerations of cultural and ethnic linkages between origin and destination

countries improve the capacity of GM to predict refugee flight patterns?

3. To what extent can stakeholders and policymakers rely on GM to inform asylum

and refugee management policy?

The paper proceeds as follows: Chapter 2 sets the theoretical framework for refugee

flight patterns and GMs. Chapter 3 details my dyadic panel dataset, containing 7,500

unique dyad-years (91 origin countries, 107 destination countries), from 1989 to 2013. It

also details the variable selection, the training of two gravity models, and the comparison

of their performance. The chosen model is then applied to predict refugee flows in three

historic crises, as well as from Ukraine in 2023. Chapter 4 presents and discusses the

findings. While the gravity model is reliable for explaining past flows, it requires a model-

mixing approach to improve its predictive power for current flows before being useful for

policymakers.



Chapter 2

Theoretical Framework

2.1 Background

As the cornerstone of international refugee law (Marshall 2010, 61), the 1951 Convention

relating to the Status of Refugees and its 1967 Protocol define a refugee as someone who

cannot return to their country of origin due to well-founded fear of persecution on the

grounds of race, religion, nationality, membership of a particular social group, or polit-

ical opinion (United Nations 1951). Given the proliferation of conflict worldwide, the

Convention is as important as ever (Kirişci 2021). Nevertheless, it has been criticised

for its inability to protect new refugees, such as those fleeing ethnic violence in Bosnia

or Kosovo, and those displaced by factors outside its definition, such as environmental

refugees (House 2005, 1; Marshall 2010). Scholars further critique its focus on perse-

cution, arguing that present-day refugees - categorised by (Fitzpatrick 1996, 229-230)

into activists, targets and victims - are often driven out by violence lacking a persecutory

focus. To accommodate, this paper takes a maximalist definition of a refugee as some-
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one who left their country of origin because of conflict, persecution, or events seriously

disturbing public order (Marshall 2010, 63; Rüegger and Bohnet 2018, 68). I note the dis-

tinction between refugees and asylum seekers as the former being asylum seekers with an

accepted claim (Offe 2011, 166), however as this paper is only concerned with destination

choice, I henceforth will refer to both as refugees.

Studying the movement of refugees is made necessary by the numerous detriments

to humanitarian systems and state actors of having inadequate forecasting methodology.

Being ill-prepared and unable to anticipate arrivals on time is how refugee crises become

humanitarian crises (Miller and Chtouris 2017). These determinants are most evident in

refugee camps - “temporary facilities built to provide immediate protection and assistance

to people forced to flee” (UNHCR 2013). They are crucial in providing protection and

assistance but are vulnerable to crises born of inadequate infrastructure. Examples include

a fire that destroyed the overcrowded Moria refugee camp on the Greek island of Lesvos

(Markham 2022), as well as public health crises in the Cox’s Bazar network of camps

housing Rohingya refugees during COVID-19 (Gaffar 2018; Guglielmi et al. 2020), and

lack of safety and respect for human rights in the Dadaab, Dagahaley, Ifo and Hagadera

camps in Kenya (Verdirame and Harrell-Bond 2005). Understanding what drives asylum

destination choice can help anticipate flight patterns and prevent overcrowding in the

future.
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2.2 The Gravity Model

As a classic example of “social physics”, pioneered by John Q. Stewart (1950), wherein

tools from mathematical physics are borrowed to explain human behaviour, the gravity

model takes inspiration from Newton’s 1687 law of gravity (Anderson 2011). The law

holds that two objects exert a force of attraction on each other that is directly proportional

to the product of their masses, and inversely proportional to the square of the distance

separating them (ibid). In computational social science, the Gravity Model applies this

concept to spatial interactions such as international trade, information exchange, and mi-

gration. The magnitude of these flows is proportional to the size of the locations involved

(usually measured by population or GDP), and inversely proportional to the distance be-

tween them, acting as a proxy for transportation costs (Poot et al. 2016; Ramos 2016).

The model takes the following form:

mi, j,t = G
Pα

i,tP
β

j,t

Dγ

i, j
(2.1)

Where refugee flows from origin country i to destination country j in period t (mi, j,t)

are proportional to the product of the ‘size’ of both countries, measured by the population

of the origin and destination country at a given time t (Pi,t and Pj,t respectively), and

the geodesic distance that separates them (Di, j). G is the gravitational scaling constant.

To estimate parameters α,β and γ , the most common approach is to apply logarithmic

transformation and estimate using the following form (Poot et al. 2016):
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ln mi, j,t = G+α ln Pi,t +β ln Pj,t − γ ln Di, j + εi, j,t (2.2)

While mostly used in economics (Ramos 2016), this model has featured significantly

in the early works of Ravenstein (1885, 1889, in Poot et al. 2016) who identifies gravity-

like properties of migration into the UK, and Zipf (1946) who applies a gravity approach

to analyse U.S. intercity migration. It continues to do so today; for example, Karemera

et al. (2000) use it to analyse migration into North America, identifying origin countries’

population and destination countries’ income as significant drivers. Cohen et al. (2008)

and Kim and Cohen (2010) use it to deduce that geo-demographic characteristics impact

destination choice more than socioeconomic/historic factors. Afifi and Warner (2008)

and Backhaus et al. (2015) expand the GM to show that migration is also influenced by

environmental factors such as overall environmental degradation and climate. Poprawe

(2015) does so too, instead to show the effect of political parameters. Conversely, Beyer

et al. (2022) criticise the GM for only being able to capture cross-sectional (between-

country) variance, and failing to capture basic temporal dynamics according to standard

validation techniques. To assess it against such criticism, the GM stands to benefit from

further study, making use of gaps in the literature such as the relative lack of studies

applying it to refugee migration. Given its intuitive consistency with migration theories,

the ease of estimation in its simplest form, and its goodness of fit in most applications, I

put forward the following hypothesis:

H1: The GM has strong predictive power in predicting the direction and magnitude

of refugee flows.
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2.3 Determinants of Refugee Flight Patterns

Fairchild (1927, in Kunz 1973) suggests that measurable exogenous characteristics de-

termine the pathways of forced migration, prompting discussions on the push factors of

refugee flight patterns. Push factors can be understood as origin country phenomena

which catalyse a refugee into flight. Scholars hold that political violence is the main

source of refugee outflows, with secondary effects such as economic hardship also con-

tributing to the push effect (Adhikari 2012). Several studies look at violent conflict and

forced migration using quantitative methods, finding human rights violations to be a sig-

nificant predictor (Hakovirta 1993; Apodaca 1998). Critiquing such studies for selection

bias in using only countries that generate refugee outflows, Schmeidl’s (1997) pooled time

series analysis of 109 countries (with both zero and non-zero outflows) between 1971 and

1990 examines forced migration as a macro-structural problem and finds that measures

of generalised violence are stronger predictors than measures of human rights violations

or economic spillover effects. Moore and Shellman (2004) and Davenport et al. (2003)

expand on these findings, the former fitting a multivariate model on a global sample of

40 countries, and the latter fitting a fixed effects least squares model on a pooled cross-

sectional time-series data set of 129 countries between 1964 and 1989. In Moore and

Shellman’s study (2004), government and dissident threat are the primary determinants

of refugee outflows, while Davenport, Moore and Poe’s study (2003) finds that refugees

flee when their integrity - liberty, physical person, or lives - is threatened.
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Conversely, pull factors are characteristics of destination countries which attract

refugees, the most common of which is geographical proximity. According to Neumayer

(2004), this is based on an evaluation of the net benefit of all possible asylum destina-

tions, making refugees utility maximisers. Some may push against this notion, arguing

that in most situations forced migrants are pushed into flight by violent threat, implying

that evaluation is linked to survival instead of utility, which would make geographical

proximity the main determinant. While valid, this is a false dichotomy as Neumayer’s

2004 framework allows for geographical proximity to be integrated as a source of ben-

efit. Nevertheless, the salience of geographical proximity is not misguided, with many

scholars studying its relationship to asylum destination choice. For instance, Iqbal (2007)

studies forced migration in Africa from 1992 to 2001 via a gravity-like model controlling

for armed conflict, regime type and population, finding evidence of the strong influence

of distance on forced migrant flows. Anecdotal evidence also confirms the causal link be-

tween distance and refugee flows. For example, Rwandan refugees could not cross Lake

Kivu, which influenced flight patterns during the Great Lakes refugee crisis (Rüegger and

Bohnet 2018, 67; British Refugee Council 2022). In 2013, UNHCR reported that 80% of

its global caseload was concentrated within their region of origin (ibid).

Beyond geographical proximity, pull factors include socioeconomic integration

prospects and policy friendliness. For example, poor initial labour market conditions

have a negative impact on refugees’ earnings (Aksoy et al. 2020), and employment bans

can significantly affect their integration into the labour force (Marbach 2018). Citizenship

options also play a role in destination choice, as refugees value the opportunity to resolve
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statelessness (Tucker 2018). However, the vector of pull factors is complex, and no single

factor prevails as the most influential (Borselli and van Meijl 2020). Some may criticise

the framing of the aforementioned deterministic theories as too macro-structural, repre-

senting refugees as a phenomenon (Bleiker et al. 2013) instead of autonomous agents

whose decisions are informed by micro-level factors (Borselli and van Meijl 2020). As it

is outside the scope of the current paper to meaningfully study micro-level determinants

in the gravity model framework, this paper concerns itself more with macro-structural

factors. However, as mass movement dynamics are an aggregate of individual decisions,

studying macro-trends can still reveal micro-level trends with the aid of qualitative studies

that build on macro-patterns identified.

2.4 Ethnocultural Linkages

Refugee movement is influenced by push and pull factors, but it is also important to con-

sider network dynamics beyond individual countries of origin and destination (Barthel

and Neumayer 2014), in order to understand “social drivers or larger processes” which

underpin flight patterns (EASO 2016, 16). Migration systems theory (MST) views

community-level feedback loops as key drivers of destination choice (Mabogunje 1970).

Migration systems are ”constantly evolving, self-modifying, and perpetuating mecha-

nisms” that emerge from sustained socio-cultural linkages between states (Zlotnik, 1992,

in EASO 2016, 16). Network theory is useful in explaining how refugees facilitate their

flight by leveraging migrant systems to lower the costs and risks related to migration

(Massey et al. 1993, 448–450). A higher share of past asylum seekers and long-term res-
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idents from a particular country of origin lowers the costs of migration for others wishing

to settle in this destination country, making it more attractive to a refugee (Neumayer

2004). To this end, understanding the role of networks and linkages in refugees’ asylum

destination choices stands to significantly improve the predictive performance of the GM

discussed in Section 2.2.

Building on the intriguing findings of Rüegger and Bohnet (2018, 65) that refugees

flee to countries with “ethnic kin populations and a history of accepting other co-ethnic

refugees”, this paper seeks to understand whether GM performance is positively impacted

by making it sensitive to ethnocultural ties. Building on the work of Cederman et al.

(2010), I align myself with Rüegger and Bohnet (2018, 66) in assuming that “ethnic

group membership can be based on different markers with varying relevance in different

political scenarios, such as a common language, religion or physical features”. Such

dimensions of ethnicity can be understood as parameters of migration systems, as they

form networks which refugees use to decrease transport, knowledge, and assimilation

costs (Barthel and Neumayer 2014, 1; Moore and Shellman 2004; 2007; Newland 1993;

Schmeidl 1997). Moreover, Böcker and Havinga (1997) find that the presence of an

asylum community in the country of asylum, language links and colonial ties have the

strongest predicting effect on migration systems in the EU.

This can be observed empirically with the Rohingya Muslim minority fleeing Myan-

mar due to ethno-religious violence (Ullah 2011). The Rohingya diffused to proximate

Muslim-majority countries such as Bangladesh (ibid), as well as more distant countries
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like Indonesia and Malaysia, where the promise of Muslim solidarity generated hope

amidst the inadequate protection framework in Southeast Asia (Missbach and Stange

2021). While some may argue that this is religious, not ethnic, kinship, it is difficult to

separate religion from ethnicity, as they are often closely intertwined (Cederman et al.

2010). To this end, I put forward the following hypotheses:

H2: ethnocultural variables improve the predictive power of the gravity model as it

relates to refugee flows.

H3: an ethnicity-conscious gravity model is a reliable tool for policymakers to pre-

dict refugee flows in specific crisis scenarios.



2.5. Contributions 13

2.5 Contributions

This paper expands on existing literature in three ways. Firstly, GMs are yet to be mean-

ingfully applied to the study of refugee movement using global data, as existing appli-

cations (e.g.Iqbal 2007) use regional data. As detailed in section 3.1, this paper uses a

global dataset to train GMs and fills this gap. Secondly, scholars tend to view the relation-

ship between danger/threat/violation and forced migration as much more obvious and less

complex than that between economic factors and voluntary migration (see Massey et al.

1993). Thus, there remains a gap in understanding the statistical aetiology of refugee

flows, with most studies separately treating push and pull factors. This paper considers

both push and pull factors in training the gravity models, thus filling this gap. Finally,

among the already scarce literature using comparative and quantitative methods to study

refugee movement (BenEzer and Zetter 2014), Rüegger and Bohnet (2018, 66) identify

a gap in quantitative literature studying the effect of ethnocultural pull factors on desti-

nation choice. Moreover, there are no studies yet applying the GM framework to this

question - a gap that this paper seeks to fill as well.



Chapter 3

Methodology

3.1 Data

I construct my own dyadic panel dataset to investigate my hypotheses. Such a dataset is

appropriate, as a static dataset would not be able to capture temporal variation. To train

the GM, the dataset must include a measure of yearly bilateral refugee flows by origin i

and destination j, population of i and j, as well as bilateral distance. Moreover, the dataset

should include covariates capturing economic attractiveness, policy friendliness, political

situation, and diasporic ethnocultural linkages, given the theoretical framework set out

in Section 2. Table 1 provides the data sources (Gilardi et al. 2017; Conte et al. 2022;

Mebelli et al. 2023; Teorell et al. 2023; de Haas et al. 2015; Rüegger and Bohnet 2018;

Vogt et al. 2023), variables, limitations and justifications for inclusion into the dataset:
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As no such variable exists, I detail the construction of my ethnic link variable, which

measures whether refugees from i were following their ethnic kin into j. I use the Eth-

nicity of Refugees (ER) dataset by Rüegger and Bohnet (2018), which records the three

largest ethnic groups of refugee stocks globally between 1975 and 2021 based on UN-

HCR data. An extra step is required to ascertain whether the refugees have ethnocultural

kin in their receiving countries. To do this, I use the Transnational Ethnic Kin (TEK)

dataset, which records all politically-relevant ethnic groups living in at least two coun-

tries (Vogt et al. 2023). I code a binary variable - 1 if at least one of the ethnic groups

of the refugee flow matches an ethnic group in the destination country, and 0 otherwise.

There is a missingness problem given that the ER dataset only records ethnic groups with

2000+ refugees, however in the absence of better data I proceed with my analysis.
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To maximise sample size, I use a Classification and Regression Trees (CART) impu-

tation method to fill in missing values. CART is a multiple-imputation technique wherein

the conditional distribution of a univariate outcome (i.e. a variable of interest) is com-

puted from multiple predictors (Burgette and Reiter 2010). It constructs a decision tree

on the available observed data, which is used to impute missing values by following the

decision rules in the tree (Breiman 2017; Hastie et al. 2009). This method has advantages

over other imputation methods, as it can handle missing data in both continuous and

categorical variables, can handle interactions and non-linear relationships between co-

variates, and is easy to implement. As data imputation may introduce model dependence

that skews the final results, I replicate my analysis using simple arithmetic mean impu-

tation, and compare between methods to check for model sensitivity. The final dataset

comprises 7,500 unique dyad-years (91 origin countries, 107 destination countries), from

1989 to 2013. 15.8% of the data is imputed using CART imputation.

3.2 Gravity Model Specification

3.2.1 Model Equations

I specify two GMs: one which does not include ethnocultural variables - the baseline

GM - and one which expands the baseline GM to include ethnocultural variables - an

ethnoculturally-sensitive GM. Both models take the same dependent variable - a dyadic

measure of refugee flows, and the same baseline covariates, such as distance, population,

metrics of economic performance, conflict and policy-friendliness.
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The model specifications are:

Model 1: Baseline GM

ln mi, j,t = G+α ln Pi,t +β ln Pj,t − γ ln Di, j +Xi,tθ +Y j,tφ +Zi, j,tη + εi, j,t (3.1)

Model 2: Ethnicity-conscious GM

lnmi, j,t =G+α lnPi,t +β lnPj,t −γ lnDi, j+Xi,tθ +Y j,tφ +Zi, j,tη+Qi, j,tλ +ε
′
i, j,t (3.2)

Where mi, j,t is the dependent variable: refugee flows from origin country i to des-

tination country j in a given year t. The model equations are derived from equation

(2.2), by expanding the error term εi, j,t , assumed to be normally distributed with ho-

moskedastic variance, which captures cross-sectional and time variation unexplained by

distance and population. The expansion breaks the error term up into three covariate vec-

tors (Xi,t,Y j,t ,Zi, j,t). Xi,t holds covariates capturing variation within the origin country,

Y j,t does the same but for destination countries, and Zi, j,t captures dyadic covariates not

related to ethnicity and culture. Model 2 sees a fourth covariate vector added - Qi, j,t -

which captures the ethnocultural dyadic variables. θ ,φ ,η an λ capture the coefficients

associated with each covariate. Table i (see Appendix A) summarises which covariates

have been log-transformed.
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3.2.2 Variable Selection

To ‘clean up’ my baseline GM prior to comparing model performance, I employ Bayesian

Model Averaging (BMA) - a widely used method for variable selection (Wang 2018,

iii). BMA deals with the uncertainty covariate inclusion in a model - a critical issue in

forecasting exercises (Steel 2011). Take a linear regression model of the following form:

y = αγ +Xγβγ + ε ε ∼ N(0,σ2I) (3.3)

Where y is the dependent variable, αγ is the constant, βγ the coefficients and ε the

error term. Uncertainty emerges as to which elements Xγ ∈ {X} to include in the model,

often leading to the use of a single linear model which includes all available covariates - an

inefficient approach (Feldkircher and Zeugner 2022). As an alternative, BMA estimates

models for combinations of {X}, such that if {X} contains k covariates, 2k models are

estimated and grouped in a model space {M}, each with a unique matrix of covariates

(ibid). Drawing on Bayes’ Theorem, each model is assigned a weight representing the

probability that it is the best in terms of predictive power - the posterior model probability

(PMP), based on the available data:

P
(
Mγ | y,X

)
=

P
(
y | Mγ ,X

)
P
(
Mγ

)
P(y | X)

=
P
(
y | Mγ ,X

)
P
(
Mγ

)
∑

2k

s=1 P(y | Ms,X)P(Ms)
(3.4)

Where Mγ ∈ {M}, P
(
Mγ | y,X

)
is the PMP, P

(
y | Mγ ,X

)
is the marginal likelihood
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of model Mγ (i.e. the probability of our data being observed given the model Mγ ), and

P(Mγ) is the prior probability of model Mγ being true before looking at the data, and

P(y | X) is the integrated likelihood which is a constant term across all models contained

in {M}. By a process of renormalisation, Feldkircher and Zeugner (2022) detail how

equation (3.4) can be used to compute posterior inclusion probabilities (PIPs) for any

individual covariate θ .

P(θ | y,X) =
2k

∑
γ=1

P
(
θ | Mγ ,y,X

)
P
(
Mγ | X ,y

)
(3.5)

I set the PIP exclusion threshold of 0.5 (ibid) and use it to determine if any covari-

ates need to be excluded from the final baseline GM. Some may argue that a frequentist

method such as a Least Absolute Shrinkage and Selection Operator (LASSO) approach is

computationally simpler and sufficient for selecting a subset of predictors that maximise

goodness of fit. However, I opt for BMA because it is more comprehensive while ac-

counting for model uncertainty, and to favour simpler models in a way that LASSO does,

I use the Bayesian Information Criterion (BIC) for selecting a prior distribution (ibid). To

check for sensitivity to prior distribution selection methods, I replicate my BMA results

using the Zellner-Siow prior.

Moreover, BMA may generate misleading results in estimating the PIPs of covariates

when there is high multicollinearity (Wang 2018, iii). To check for this, Figure i (see

Appendix B) shows the full correlation matrix of the data, indicating weak correlations

among most covariates. Exceptions include GDP and population of origin countries,
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political terror and state fragility, and spoken and official languages, which are logically

related (e.g., GDP is a component of state fragility). Fortunately, Figure i also shows that

ethnic and non-ethnic covariates are not correlated, which is multicollinearity that would

mainly bias my conclusions.

3.2.3 Limitations

Firstly, while working with the natural log of variables is a common approach in grav-

ity modelling to “reduce the skewness of the data and to mitigate the influence of large

values” (Hatton, 2009, in Neumayer 2004, 13), it leads to omitted zeros, which can bias

the sample (Turkoglu and Chadefaux 2019). To address this, I add 1 to all variables

undergoing a natural log-transformation, and subtract 1 after exponentiating the results.

This ensures that there are no omitted zeros. Secondly, GM estimates are vulnerable to

standard error clustering when some variables apply to only one country in a dyad-year

(Redding and Venables 2004; Rose and Wincoop 2001). To address this, I add country

fixed-effects for origin and destination countries, as recommended by Feenstra (2015).

Finally, GMs fail to capture temporal dynamics, as argued by Beyer et al. (2022) Beyer et

al. (2022). This is a valid critique which prompts mixing GMs with other techniques bet-

ter adapted for capturing temporal variation, such as autoregressive models (Bijak et al.

2019). As model-mixing is outside of the scope of this paper, I instead add lagged ver-

sions of the dependent variable (refugee flows) as well as some covariates (see Table i in

Appendix A) to capture time effects, making my models dynamic.
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3.3 Evaluating Model Performance

3.3.1 Out-of-Sample Performance

To assess the power of a model, its generalisability is best tested through out-of-sample

predictions using a test set (Hawkins et al. 2003). The validation set approach, where

data is split into training and test sets, has been criticised for yielding unreliable mean

squared error (MSE) estimates across different permutations (James et al. 2021). Leave-

one-out cross-validation (LOOCV) has been suggested as a remedy, whereby a single

observation is used as the test set and the rest as the training set, iteratively computing

the MSE and obtaining the CV estimate of the test error as the average MSE across all

iterations (ibid.). While LOOCV eliminates bias, it is computationally heavy in large-N

datasets. Moreover, due to a bias-variance trade-off, LOOCV approximately eliminates

bias in the test error estimates at the expense of variance, because each iteration uses

almost identical training data which makes the final estimates highly correlated.

As an improvement to LOOCV, I use k-fold cross validation (kFCV), wherein the

data is divided into k folds - or strata - and each one is varied as the test set with the rest

being used to train the model (ibid). While the usual values for k are either 5 or 10, I fold

through time in the interest of comparing model performance on future data. Thus, each

fold takes one year as the test set and all previous years as the training set. For example,

the first fold will use all observations for 1989 to train both gravity models, and then

compute a CV estimate using all observations for 1990. This process is iterated 24 times

(i.e. k = 24) for the 25 years of data. Some may argue that I should reduce my k value
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for computational simplicity, and to avoid having a low-performing first fold yielding an

inaccurately high error estimate. However, I am interested in seeing how well my models

predict refugee flows using available data, even if it is only available for one year prior to

the needed prediction, as is the case with the Ukraine refugee crisis.

Thus, I proceed with kFCV to calculate my model performance statistics, for which

I take the RMSE (representing the square of the variance of the models’ residuals) and

the adjusted R2 (how much of the variance in y is explained by the model - a measure

of model fit) (Alexander et al. 2015). As I am comparing two models with different

numbers of covariates, I take adjusted R2 over regular R2 to account for the change in

model correctness resulting from the higher number of covariates.

3.3.2 Testing Policy Applicability

After using kFCV to choose the better gravity model, I am interested in simulating how

the chosen model would perform in a policy case that warrants estimating the magnitude

of refugee flows between specific countries - an essential resource for policymaking (Abel

and Sander 2014). I first compare predicted versus actual flows (both before and after

reversing log-transforms) in three historical mass refugee outflows: the Rohingya refugee

crisis (Guglielmi et al. 2020), the 1991-1999 Yugoslav Wars (Radović 2005), and the

1994 Rwandan Genocide (Fair and Parks 2001). I run each simulation by identifying the

relevant dyad-years for each historical case (see Table ii in Appendix C) and partitioning

the data such that the model is tested on those dyad-years and trained on the remainder.

In this spirit, I also test my model using quasi-real-time data relating to refugee outflows
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from Ukraine as a result of the Russian invasion. As not all parameters have available data

for 2022 and 2023, I estimate values such as conflict intensity using Ukraine in 2014-2015

as a reference point, given the conflict at the time. This data is then joined to the input

data detailed above.



Chapter 4

Findings

4.1 Chosen Variables with BMA

Figure 4.1 shows the BMA results:

Figure 4.1: Covariate inclusion based on BMA
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Having set a PIP threshold of 0.5, the results clearly indicate which variables should

be used to train the baseline gravity model, and which ones can be excluded at no detri-

ment to the model’s performance. Based on the results, I exclude the following non-

gravity variables (and their lagged versions) from the baseline gravity equation: GDP

(origin), GDP per capita (origin) and Policy Restrictiveness (destination). For GDP per

capita (destination), Political Terror (origin) and Conflict intensity (origin), the contem-

poraneous values have a high enough PIP but the lagged versions do not, so I only remove

their lags. Thus, the final baseline model is as follows:

ln
(
mi, j,t

)
= G+α ln(Pi,t)+β ln

(
Pj,t

)
− γ ln

(
Di, j

)
+

ω ln
(
mi, j,t(ag)

)
+λ (Xi)+µ (Xt)+η1

(
contig i, j

)
+

ϕ1 ln
(
GDPj,t

)
+ϕ2 ln

(
GDPj,t(lag)

)
+

ϕ3 ln
(
GDP per capita j,t

)
+θ1 ln (political terror i,t

)
+

θ2 ln (state fragility i,t
)
+θ3 ln (state fragility i,t(lag)

)
+

θ4 ln( conflict intensity i,t)+ εi, j,t

(4.1)

4.2 k-Fold Cross-Validation

This section deals with the results of the kFCV conducted using the baseline GM in

equation (4.1) and the ethnicity-conscious GM constructed by adding the ethnocultural

variables. Table 2 shows the time-series kFCV results for both gravity models:
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According to guidance by Tropsha, Gramatica, and Gombar (2013, in Alexander

et al. 2015), a strong R2 is equal to or larger than 0.60. Moreover, it is difficult to deter-

mine what a good RMSE value is, as it is a measure of how wrong on average a prediction

is, binding the range of the RMSE estimates to the range of the dependent variable (ibid).

As such, I take a good RMSE as one which is below 10% of the maximum dependent

variable value.

With that said, both models exhibit high average adjusted R2 values. On average,

both models explain roughly 75% of the variance in the log-magnitude of flows out-

of-sample, with the baseline model having a slightly lower value (74.6%) than the model

containing the ethnocultural variables (75.2%). This suggests that the model tends to gen-

eralise correctly to new data, evidencing strong out-of-sample performance, especially in

congruence with the work of Suleimenova et al. (2017) who find similar model fit (75%)

for a generalised simulation development approach they propose to estimate refugee des-

tinations. Secondly, looking at the average RMSE across folds, I also find very similar

results for both models, with the model containing the ethnocultural variables slightly

outperforming the baseline model. Thus, on average, the predicted log-magnitude is over-
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predicted by 1.66 units. Given that the log-magnitude of observed flows ranges from 0

to 15, the average RMSE represents an error of roughly 11%, which could make the

model substantially less reliable than what is suggested by the R2. Based on these results

I choose the ethnoculturally-sensitive GM to run case-specific simulations and further

assess forecasting performance.

4.3 Case Simulations

Figure 4.2 shows the results of the case simulations:



4.3. Case Simulations 29

Figure 4.2: Case simulations
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I find strong (> 0.5) Pearson correlations, statistically significant at all conventional

levels given the p-values (< 2.2 × 10−16), in all three case simulations. Specifically,

the model performs surprisingly well in the case of the Rohingya refugee crisis: with

a correlation coefficient of 0.92 between the predicted and actual magnitude of refugee

flows. Visually represented in the right-hand Rohingya graph, the model was able to

capture time variation in total flows per year, as evidenced by the parallel spikes and

drops between 1992 and 1994 and around 2008 for example. In the case of the Rwandan

genocide, the model also captured the spike in refugees in the immediate aftermath of

the crisis and showed a strong (0.86) correlation as well. A moderately strong correlation

(0.59) was present in the Yugoslav Wars simulation, with a weak capturing of the time

variation and a large difference in absolute flow magnitudes.

Finally, after constructing the input dataset, I run the same simulation on Ukraine

refugee outflows into a variety of destinations (see Table ii in Appendix C), the results of

which are shown in Figure 4.3.

Figure 4.3: Results of real-time Ukraine refugee flow forecasts (as of April 2023)
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The results show that the model does not perform as well in this simulation. The

correlation is not strong (< 0.5), while statistically significant at the 95% confidence level

given the p-value of 0.02. The plot has been adjusted so that the right-hand graph has the

dyads on the x-axis instead of the years, as the estimates are only for 2023. They show

that the model vastly overpredicts the actual number of Ukrainian refugees, especially in

the case of Moldova.

4.4 Robustness

To ensure the reliability of my results, I conduct two robustness checks. Firstly, as a

robustness check against sensitivity to prior selection methods in the BMA, I replicate

the BMA results using the Zellner-Siow prior instead of the Bayesian Information Cri-

terion to determine the prior model distribution. As seen in Figure ii (see Appendix D),

the results are very similar, yielding identical conclusions as the BIC method regarding

which covariates to include in the baseline model. Thus, the results appear not method-

dependent.

Secondly, as a robustness check on the performance assessment, I replicate the re-

sults of the kFCV using data imputed using a simple arithmetic mean approach instead

of the CART method, the results of which can be seen in Table iii (see Appendix E).

While the RMSE is generally the same, there is an almost 10 percentage point difference

in the R2 estimates. This difference could come from a variety of reasons - for instance,

the mean-imputation resulting in some NAs remaining post-imputation if there are no

single values for a specific dyad. As a result, these dyads must be removed to allow
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the gravity model to run, as at its foundation it is a generalised linear model, yielding

a smaller dataset (n = 6,625). Moreover, unlike the multiple imputation method used,

mean-imputation cannot meaningfully differentiate between continuous and categorical

variables, meaning that categorical variables may be imputed with meaningless estimates.

This evidence shows that there could be some degree of imputation method dependence

that warrants further research into the sources of bias.

4.5 Discussion

The results support all three of my proposed hypotheses, with some nuance. H1 posited

that the GM can predict forced migrant flows with strong predictive power, later de-

fined to mean an R2 > 0.60 and RMSE below 10% of the maximum dependent variable

value. The approximate average R2 of 0.77 for both the baseline and the ethnoculturally-

sensitive GMs partially supports this hypothesis. However, the average RMSE comprises

about 11% of the maximum dependent variable value, indicating a substantial presence of

prediction error that challenges the model’s generalisability. This invokes the question of

whether the RMSE or the R2 reveals more about the model’s performance. On one hand,

scholars prefer RMSE over R2 to assess predictive power, because “the value of a model

is generally in its overall accuracy and precision and not how successfully it explains the

variation in a particular data set” (Alexander et al. 2015, 1318). On the other hand, the

RMSE is also criticised as its values can range between zero and +infinity, with a single

value “not saying much about the performance of the regression with respect to the dis-

tribution of the ground truth elements.” (Chicco et al. 2021, 1). Due to the interpretability
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of the R2 and the ability of RMSE to capture prediction accuracy and precision, I use

both as recommended by Alexander et al. (2015). This means that evidence to support

H1 is ambiguous, warranting further research into estimates’ sensitivity to performance

statistics.

H2 theorised that “ethnocultural variables improve the predictive power of the gravity

model on refugee flows”. My results also support this, as the average RMSE of the

ethnoculturally-sensitive GM is slightly higher than for the baseline model. However, the

difference is minuscule, prompting further study into whether the difference in average

RMSE has occurred due to specific features of the data itself, or out of a true effect of

ethno-cultural variables. As more data is hard to compile, it is outside of the scope of this

paper to investigate this.

H3 proposed that “an ethnicity-conscious gravity model is a reliable tool for poli-

cymakers in predicting refugee flows in specific crisis scenarios”. The results here are

mixed. On one end, the model performed well in the three historical cases I simulated,

doing especially well in the Rohingya refugee crisis simulation, providing some evidence

to support H3. This could be explained by the direct ethnic targeting of the Rohingya

making ethnocultural linkages more salient than with victims of the Yugoslav wars for

instance, who were fleeing general violence.

However, it fell short in two ways. First, while the model was able to somewhat

simulate the patterns of refugee flight in the specified scenarios, there was a sizeable

error in the absolute magnitude of flows, especially in the Yugoslav Wars. Second, its
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performance worsened in the Ukraine simulation, providing evidence to reject H3. This

may have occurred for a variety of reasons, including the lack of reliable, peer-reviewed

data for more recent refugee movements (Rüegger and Bohnet 2018) which creates a

gap between 2013 and 2022. Moreover, one could question the use of a global dataset

as opposed to targeting specific regions, given that data is more readily available on the

regional level, especially in Europe, and could thus produce more reliable, albeit geo-

graphically bound, estimates. While valid, Section 2 discussed the lack of comparative

and quantitative research on refugee movement using global datasets, while highlighting

that most studies of this nature focus on European data. As such, it is important to use all

data available to expand knowledge on patterns that span beyond regions.

Overall, the results give mixed evidence of H1 and H3 especially, meaning that fur-

ther research is still required to uncover the power of GM in the context of forced mi-

gration policymaking. A possible route to investigate is model mixing. For example,

gravity models could be combined with exponential smoothing and autoregressive inte-

grated moving average (ARIMA) models. Due to their ability to capture time variation,

these approaches have been used to forecast refugee movements by Mebelli et al. (2023).

This could help improve policymakers’ and humanitarian actors’ real-time response to

ongoing refugee crises, like the one in Ukraine.



Chapter 5

Conclusion

This paper examined the reliability of the gravity model (GM) in predicting the magni-

tude and direction of bilateral refugee flows, as well as the potential improvement of its

predictive power with ethnocultural sensitivity. I constructed a global dataset from vari-

ous peer-reviewed databases, informed by a thorough review of existing qualitative and

quantitative literature on the push and pull factors of forced migration.

I hypothesed that GMs would exhibit strong predictive power, and that adding eth-

nocultural linkage covariates would strengthen prediction accuracy. I also hypothesized

that an ethnoculturally-sensitive model would reliably predict refugee movement in the

cases of the Rohingya refugee crisis, the Yugoslav Wars and the Rwandan Genocide. To

simulate a policy use-case, I tested the model against quasi-real-time Ukraine refugee

statistics published monthly by the UNHCR.

The results revealed mixed evidence. On one hand, the model exhibited surprisingly

strong performance in the Rohingya simulation via its ability to capture time variation

in total yearly flow magnitudes, as well as a remarkably high average R2, demonstrating
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promising potential. On the other hand, poor performance in the Ukraine simulation, as

well as large prediction error in the non-log transformed estimates, suggested that the

model is not quite ready for policy applications.

Ultimately, the gravity model is a useful framework, particularly powerful in ex-

plaining historical flows. With further research into model-mixing approaches, testing

other statistical learning methods, and exploring different covariates, the GM stands to be

a powerful tool for policymakers and humanitarian agents working to improve the world’s

capacity to deal with refugee crises.
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Summary of covariate logs and lags
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Pairwise correlations of covariates



Appendix C

Which dyad-years are included in each

case simulation?



Appendix D

Comparing BMA results across

different methods for prior selection

Figure ii: BMA results using Zellner-Siow prior



Appendix E

Comparing k-Fold Cross Validation

results between imputation methods



Appendix F

Colophon

The raw data files, my imputed dataset, and all reproducible code for my analysis can be

found in the following GitHub repository

All statistical analysis was conducted in R, using R-Studio. This document was

written in the Times Roman typeface using LATEX and BibTEX, composed with Overleaf.

https://github.com/XGRX0/Dissertation
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Beine, M., Docquier, F., and Özden, (2011). Diasporas. Journal of Development Eco-

nomics, 95:30–41.

Belsey-Priebe, M., Lyons, D., and Buonocore, J. J. (2021). Covid-19s impact on american

women’s food insecurity foreshadows vulnerabilities to climate change. International

Journal of Environmental Research and Public Health, 18:6867.

BenEzer, G. and Zetter, R. (2014). Searching for directions: Conceptual and methodolog-

ical challenges in researching refugee journeys. Journal of Refugee Studies, 28:297–

318.

Beyer, R. M., Schewe, J., and Lotze-Campen, H. (2022). Gravity models do not explain,

and cannot predict, international migration dynamics. Humanities and Social Sciences

Communications, 9(1):56.

Bijak, J., Disney, G., Findlay, A. M., Forster, J. J., Smith, P. W., and Wiśniowski, A.
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